Iterative curve fitting of the bioheat transfer equation for thermocouple-based temperature estimation \textit{in vitro} and \textit{in vivo}
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Abstract—Temperature measurements with thin thermocouples embedded in ultrasound fields are strongly subjected to a viscous heating artifact (VHA). The artifact contribution decays over time, therefore it can be minimized at late temperature readings. However, previous studies have failed to demonstrate a rigorous method for determining the optimal time point at which the artifact contribution is negligible. In this study, we present an iterative processing method based on successive curve fittings using an artifact-independent model. The fitting starting point moves at each iteration until the maximum $R^2$ indicates where the viscous heating is minimum. A solution of the bioheat transfer equation is used to account for blood perfusion, thus enabling \textit{in vivo} measurements. Three T-type thermocouples with different diameters and sensitivities were assessed in excised canine liver and in the mouse brain \textit{in vivo}. We found that the artifact constitutes up to 81±5% of wire thermocouple readings. The best-fit time varied in liver samples ($n=3$) from 0 to 3.335±0.979s and in the mouse brain ($n=5$) from 0 to 0.498±0.457s at variable experimental conditions, which clearly demonstrates the need of the method for finding the appropriate starting time point of the fit. This study introduces a statistical method to determine the best time to fit a curve that can back estimate temperature in tissues under ultrasound exposure using thermocouples. This method allows temperature evaluation \textit{in vivo} and \textit{in vitro} during validation and safety assessment of a wide range of therapeutic and diagnostic ultrasound modalities.

Index Terms— focused ultrasound, thermocouple, viscous heating artifact

I. INTRODUCTION

Thermal dose estimation [1], [2] is essential in determining the acoustic power necessary to achieve effective temperature rise and degree of cell damage during ultrasound-induced hyperthermia and ablation [2], [3]. Temperature estimation is also important to characterize acoustic parameters that ensure safe temperature levels of ultrasound imaging techniques [4], [5]. In addition to that, accurate temperature monitoring may provide insights into the mechanisms involved in novel techniques such as ultrasound neuromodulation [6], [7].

Thermocouples are widely used to measure temperature in biological tissues exposed to ultrasound. The experimental data obtained from thermocouple measurements can be used to adjust modelling parameters [8], provide the absorption coefficient of tissues [9], [10], and calibrate non-invasive thermometry techniques [11], [12]. However, the presence of metal thermocouples in biological tissues under ultrasound exposure introduces errors in the measurements that are associated with viscous heating artifact (VHA). This artifact occurs at the thermocouple-tissue interface due to motion caused by the difference of density between the thermocouple and the surrounding tissue [13], [14]. Morris et al. 2008 have shown that temperature measurements with wire thermocouples could comprise up to 80% viscous heating [15]. Different methods have been proposed to minimize the VHA, thus providing the ability to retrieve the true absorption heating, both spatially and temporally, from thermocouple measurements.

The first methods were based on the fact that the viscous heating contribution is greater at the beginning of sonication and decays during time [13], [16]. This method (a.k.a. the ‘wait then measure’ approach) consisted in waiting certain time to measure temperature so the viscous heating was minimized. The drawback of this approach is the inconsistency of the waiting time to perform measurements as the tissue properties, acoustic parameters, and thermocouple properties varied across studies, i.e., 0.5 s after ultrasound onset [16], or after sonication cessation: 200 ms [17], 2 s [10], and 5 s [15]. In addition to that, the cooling model adopted in the previous studies focused only on \textit{in vitro} measurements and did not account for blood perfusion. Another approach consisted in characterizing the VHA in phantoms with low acoustic absorption, with other properties otherwise similar to the tissue under investigation [18]. This solution seems reasonable for homogeneous tissues, but can be troublesome for heterogeneous media such as multiple layer of tissues with different attenuation coefficients (i.e. transcranial ultrasound). Additionally, simulations could be used to estimate the increase in temperature due to viscous heating and correct the temperature readings [19]. However,
similar issues with the estimation of tissue properties and heterogeneities can limit the application to a few experimental conditions. Lastly, thin-film thermocouples present a very low VHA (<3%), but their flat, relatively large format (85 mm) in comparison to needle or wire thermocouples (<1 mm) limits the insertion of the probe into the sample [15], [20]. Overall, methods based on the ‘wait then measure’ approach appear to be easier to implement as they mainly depend on experimental data processing. Thus, if further implementation of this approach can overcome the variability across studies, it could be used for a large variety of commercial thermocouple types.

In this study, we developed a method to estimate the VHA from thermocouple measurements. An iterative curve fitting methodology was developed to evaluate the cooling process after sonication. An analytical solution of the bioheat transfer equation was used to account for thermal diffusion and blood perfusion in vivo. This method was used to estimate the temperature increase without the artifact.

II. MATERIAL AND METHODS

A. Iterative curve fitting of Bioheat transfer equation

A common method for the in vivo estimation of temperature evolution over time is modelling perfused biological tissues using the Pennes’ bioheat transfer equation [21]:

$$\rho \frac{\partial T(r,t)}{\partial t} = k_t \nabla^2 T(r,t) + V \rho_b C_b (T_b - T(r,t)) + Q(r,t)$$  \hspace{1cm} (1)

where \( \rho \) is the tissue density, \( C_t \) is the specific heat of tissue, \( T \) is the tissue temperature at a spatial coordinate \( r \) and time \( t \), \( k_t \) is the tissue thermal conductivity, \( V, \rho_b, C_b, T_b \) are the perfusion-related coefficients, respectively, the perfusion rate per unit volume of tissue, the blood density, the blood specific heat, and the blood temperature. Finally, \( Q(r,t) \) is the volume rate of heat deposition, which in the case of an ultrasound heating source can be described as \( Q = 2aI \), where \( a \) is the absorption coefficient and \( I \) is the derated acoustic intensity [22].

The algebraic solution of the bioheat transfer equation to model the tissue temperature evolution in time and space can be obtained after a Fourier transform over the space coordinates [23]

$$T^*(v,t) = T^*_0(v) e^{(4\pi^2v^2k_t + V \rho_b C_b) \tau_t}$$  \hspace{1cm} (2)

$$+ \frac{V \rho_b C_b T^*_0(v)}{4 \pi^2 v^2 k_t + V \rho_b C_b} \left(1 - e^{(4\pi^2v^2k_t + V \rho_b C_b) \tau_t} \right)$$

where * denotes the Fourier transform, \( v \) is the spatial frequency coordinates, and \( T^*_0(v) \) is the Fourier transform of initial temperature at \( t=0 \).

Given that the viscous heating decays over time, the iterative curve fitting process consisted of progressively moving the starting point of the curve fitting in \( \Delta t \) steps from the end of sonication \( (t = t_{\text{end}}) \) until the goodness-of-fit indicated that the viscous heating was negligible during the temperature decay (maximum \( R^2; t = t_{\text{best fit}} \)).

B. Algorithm validation

The analytical solution of the temperature decay expected in soft tissue (Eq. 2) was used to validate the iterative curve fitting considering an initial temperature increase of 3°C above the baseline set as 25°C \( (T_0=28°C) \). The contribution of the VHA in the temperature decay was simulated by adding an exponential decay term that simulated the rapid temperature decrease due to thermal diffusion at the thermocouple junction. The temperature decay due to the tissue diffusion and perfusion and viscous heating effect was given by

$$T_S(t) = T^* (t) + T_{\text{VHA}} e^{-\tau t} + T_{\text{Ran}}(t)$$  \hspace{1cm} (3)

where, \( T_{\text{VHA}} \) is the initial temperature generated by the thermocouple viscous heating effect, \( \tau \) is the time constant of the temperature decay of the VHA, and \( T_{\text{Ran}} \) is a ±1% random noise of the temperature decay. A wide range of values for \( T_{\text{VHA}} \) and \( \tau \) was chosen to validate the processing, which simulated different experimental conditions and thermocouple types. The temperature contribution due to the VHA \( (T_{\text{VHA}}) \) was varied from 10% to 90% of the total temperature (Supplementary Fig. 1a). For each of the VHA contributions, the time constant \( \tau \) was set 0.25, 0.5, 1.0, 2.0, 5.0, and 10.0, which generated slow to fast decay times (Supplementary Fig. 1b). The tissue property parameters and perfusion-related coefficients were \( \rho_t = 1050 \text{ kg.m}^{-3}, C_t = 3639 \text{ J.kg}^{-1}.\text{C}^{-1}, k_t = 0.56 \text{ W.m}^{-1}.\text{C}^{-1}, V, \rho_b, C_b = 30 \text{ kg.m}^{-3}.\text{s}^{-1}, C_b = 3825 \text{ J.kg}^{-1}.\text{C}^{-1} \) based on values for soft tissue found in [23]. The iterative processing was tested using preset values for tissue properties and coefficients, and also using free parameter fitting, which consisted of testing the algorithm without pre-setting those values. In addition, the iterative processing was also tested using preset values ranging from -25% to +25% in steps of 1.25% of the expected values for all parameters to simulate errors introduced by wrong assumptions of tissue parameters and coefficients. All temperature estimations (validation, in vitro and in vivo) were performed with 5 ms \( \Delta t \) steps unless otherwise noted.

C. Sonication protocol

Iterative curve fitting was implemented using Eq. (2) to fit the experimental data obtained after sonication using three different T-type thermocouples (Table I). The data acquisition
was performed at 2 kHz sampling frequency with a USB datalogger controlled by Matlab (model DI-245, DataQ Instruments, Akron, Ohio, USA).

**In vitro**

The iterative curve fitting process was validated both *in vitro* and *in vivo*. The *in vitro* validation was performed in fresh canine liver samples (n=3) degassed for at least 4 h in Phosphate-buffered saline (PBS) using a desiccator at room temperature (20°C). The thermocouple probes were inserted 5-8 mm deep in the liver sample (figure 1a). Sonication of liver samples was performed using a single element 3.1 MHz transducer (-6 dB focal zone: 0.4 mm x 2.6 mm; radius of curvature: 50 mm; SonicConcepts, WA, USA) driven by a function generator (33220A, Agilent Technologies, CA, USA) connected to a 50-dB power amplifier (ENI Inc., NY, USA). Targeting was performed first using B-mode to locate the thermocouple tip (figure 1a, top right) using an ultrasound probe (P12-5, ATL/Philips, WA, USA) axially aligned to the focused ultrasound (FUS) transducer. The transducers were fixed in a 3-D positioning system (Velmex, inc., NY, USA). Then, the thermocouple was fine-aligned at the FUS focus using temperature maps obtained from 3-D raster scanning of the FUS beam using short-pulses with low intensity (3.1 MHz, 100 ms, 1 MPa) to cause mild temperature elevations (<1°C) (figure 1a, bottom right). After alignment, acoustic parameters were explored as follows: peak-negative-pressure (PNP): 0.9, 1.3, and 1.7 MPa (continuous wave-CW); pulse repetition frequency (PRF): 10, 100, and 1000 Hz (15% duty cycle); spatial location: 0.00, 0.19, 0.30, 0.50, 0.75, 1.00, 1.25, and 1.50 mm (CW, following the lateral FUS beam profile), with all pulses with 3-s duration.

**In vivo**

All animal procedures in this experiment were reviewed and approved by the Institutional Animal Care and Use Committee of Columbia University (IACUC). The *in vivo* validation was performed in mice brain (n=5, wild-type mice C57BL-6). Animals were deeply anesthetized with 2% isoflurane with oxygen at 0.8 L.min⁻¹ (SurgiVet, Smiths Medical PM, Inc., Wisconsin, USA) and immobilized within a stereotaxic frame (David Kopf Instruments, Tujunga, CA, USA) where isoflurane was continuously delivered at the same rate. The fur of the head was shaved and the skin was removed around the region where the small craniotomy (~1 mm) was then performed. The thermocouple probe was inserted laterally underneath the skull. The tip of the probe was placed on the contralateral side of the craniotomy, where the skull and skin were kept intact (figure 1b). Sonication of the mouse brain was performed using a single element 2-MHz transducer (focal zone: 1.0 mm x 8.7 mm; radius of curvature: 70 mm; Imasonic SAS, Voray-sur-l'Ognon, France) driven by a function generator (33500B, Keysight Technologies, CA, USA) connected to a 50-dB power amplifier (ENI Inc., NY, USA). Acoustical coupling between the transducer and the skull was achieved with a water tank at room temperature and coupling gel. The thermocouple alignment was performed similarly as in the *in vitro* validation using short pulses (2 MHz, 100 ms, 1 MPa) to cause mild temperature elevations (<1°C) (figure 1b, right). We could confirm the thermocouple location by comparing the temperature maps with the echo location of skull using a pulser-receiver (NDT-5800, Panametrics, MA, USA) and a pulse-echo transducer located at the center of the 2-MHz transducer (center frequency: 10 MHz, focal depth: 60 mm, diameter: 22.4 mm; model U8517133, Olympus NDT, Waltham, MA, USA). If adjusts of the focal zone location indicated by the temperature maps exceeded more than 1 mm, the thermocouples were removed and reinserted.

---

**TABLE I**

<table>
<thead>
<tr>
<th>Brand/model</th>
<th>Probe type</th>
<th>Ø (mm)</th>
<th>$T_{r,\text{range}}$ (°C)</th>
<th>Time Constant (s)</th>
<th>Accuracy (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ThermoWorks IT-1E</td>
<td>Wire</td>
<td>0.30</td>
<td>-50 to 150</td>
<td>0.005</td>
<td>±0.1</td>
</tr>
<tr>
<td>Omega HYP1+</td>
<td>Needle</td>
<td>0.25</td>
<td>-200 to 350</td>
<td>N/A</td>
<td>±0.5</td>
</tr>
<tr>
<td>ThermoWorks T-23X</td>
<td>Needle</td>
<td>0.64</td>
<td>-50 to 200</td>
<td>0.025</td>
<td>±0.1</td>
</tr>
</tbody>
</table>

* Full model name: HYP1-30-1/2-T-G-60-SMP-M

---

Fig. 1. Experimental setups. (a) *In vitro* validation in canine liver with thermocouple inserted perpendicular to the axial direction of the FUS beam. The thermocouple was placed at the FUS focus using B-mode images and XY/XZ temperature maps obtained from the raster scanning of the FUS beam. (b) *In vivo* validation in the mice brain, where the thermocouple was inserted into the brain through a small craniotomy (<1mm). The thermocouple sensitive tip was placed right below the skull in the contralateral side, where skin and skull were intact. Temperature maps were also performed to place the thermocouple at the FUS focus. In both temperature maps, the temperature elevation was less than 1°C.
The needle thermocouple was easier to position as its rigid body facilitated sensing with hands when the thermocouple tip touched the skull. Thus, wire thermocouple was more susceptible to location variation.

After probe alignment, 3-s duration sonications were performed using either continuous wave (CW) or pulsed ultrasound (PRF: 10, 100, 1000 Hz; 50% duty cycle). Trials were performed at several distances from the recording area of the thermocouple (0, 0.5, 0.9, 1.2, and 1.5 mm).

The impact of changing the Δt value was verified using the dataset of in vivo brain sonication using 0.5 MPa and 1.2 MPa for 3s. Δt was varied from 0.5 ms to 0.25 s by downsampling data from 2 kHz to 4 Hz, which demonstrates the use of the algorithm for different acquisition sampling frequencies.

Pulse sequences relevant to ultrasound neuromodulation were also assessed following parameters described by Kamimura et al. [6]: PRF=1 kHz (50% duty cycle), PNP=1.76 MPa, pulse duration=1 s, and interval inter-stimulus=1 s for multiple pulses (10 pulses).

III. Results

The validation of the iterative method using the analytical solution of the bioheat equation in soft tissue is presented in figure 2. The iterative processing using preset values for the tissue parameters resulted in more accurate temperature estimation. Low time constants of VHA (<0.50) generated a
The time for best fit shows a consistent increase in the end. For a same tuple (W30), which was characterized by higher temperature (3°C to 1.4°C), this article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TUFFC.2019.2940375, IEEE TRANSACTIONS ON ULTRASONICS, FERROELECTRICS, AND FREQUENCY CONTROL. (Supplementary figure 2).

The same processing was applied in vitro for different acoustic parameters and thermocouple types. The temperature elevation during sonication varied with pressure, pulse repetition frequency, location, and type of thermocouple. Figure 4 summarizes the temperature readings in in vitro canine liver using different thermocouples at same experimental conditions (figure 4 shows raw data for one representative dataset). The variation of the temperature readings is attributed to the VHA. The needle thermocouples (N64 and N25) presented closer temperature readings during sonication in comparison to the wire thermocouple (W30), which was much more susceptible to the VHA. Figures 4 e, d, f depict how readings can be strongly affected by motion artifacts characterized by fast temperature increase and non-smooth temperature readings especially when using the fast-response wire thermocouple W30 (time constant: 0.005 s). As expected, the temperature proportionally increased with pressure (3-s continuous wave pulses) (figure 4a-c). The relative location of the thermocouple to the ultrasound focus also demonstrates that the temperature decays proportionally with pressure following the lateral beam profile (figure 4g-i).

Table II presents the results of the iterative processing applied to all datasets (figure 4 shows representative data of one dataset). The viscous heating contribution was estimated by the ratio of the temperature increase due to the artifact by the raw temperature measured without processing (100% × T artifact/T measured). The maximum artifact contribution with the thermocouples located at the focus were: 37 ± 5%, 66 ± 17%, and 81 ± 5% for the N64, N25, and W30 thermocouples, respectively. The strongest artifacts were observed with the wire thermocouple (W30) for related coefficients generated a maximum error of 1.0°C both for values shifts of 25%. In the worst case scenario, combining parameters values that independently resulted the highest errors would generate an overestimation of temperature of 2.5°C.

The iterative curve fitting process is demonstrated in an excised liver sample (figure 3). The initial temperature $T_0$ was estimated from the extrapolation of the fitted curve at $t_{best fit}$ back to $t_{end}$. The sample temperature before sonication was 22.2°C ($t<5$ s). The sonication started at 5 s. A peak temperature of 41.4°C (at $t_{end}=8$ s) was generated using a 3.1 MHz pulse (CW) at -1.3 MPa, with a total sonication duration of 3 s (figure 3, top). The curve fitting using Eq. (2) was applied iteratively during the temperature-cooling phase with the starting point moving in Δ$T$ steps of 0.005 s from 8 s (the end of sonication) to 19 s. The goodness-of-fit increased over time, reached a maximum at 9.7 s ($R^2 = 0.99$), and then decreased (figure 3, bottom). The inflexion point indicates the time of the best fit where the viscous heating is negligible. The best-fitted curve at 9.7 s was used to retrieve the temperature at the beginning of cooling right after the cessation of sonication (8 s), where the actual temperature increase due to absorption only (no viscous heating) was 5.1°C. At this point, the viscous heating represented 66% of the temperature reading. A non-iterative fitted curve (figure 3, top in green) is also provided to demonstrate how the experimental data fits the bioheat transfer equation with the lowest $R^2$ value (equal to 0.91) at the beginning of cooling at 8 s (figure 3, bottom).

In the analysis of the data, a slight overestimation of temperature (<0.2°C) and it was nearly invariant with changes in the VHA contribution for the fixed parameter fitting (figure 2a). The time for the best fit increased with both VHA contribution and decay time (inversely proportional to the time constant) (figure 2b). On the other hand, the temperature estimation obtained without presetting values (free parameter fitting) generated errors larger than 0.2°C for VHA contributions higher than 80% and time constant lower than 1.0 (figure 2c). For VHA contributions of 90% the free fitting method could still estimate temperature accurately (<0.2°C), but only for fast decays (time constant > 5.0). The time for best fit shows a consistent increase in the mean values obtained for VHA contributions up to 60% (figure 2d). Fails in the determination of the time for the best fit mainly happened for time constants lower than 0.5 and VHA contribution higher than 80%. Finally, the robustness of the fixed parameter fitting was tested by varying all tissue parameters by ±25% of the expected values (namely the tissue density $\rho_t$, the specific heat of tissue $C_t$, the tissue thermal conductivity $k_t$, the perfusion rate per unit volume of tissue V, the blood density $\rho_b$, and the blood specific heat $C_b$). 3-D plots with the temperature estimations obtained for each parameter variation are presented in the supplementary material (Supplementary figure 2). Higher errors occurred for higher VHA contributions and lower time constants (time constant of artifact decay: 0.25, and VHA magnitude: 90%). The maximum estimated temperature errors were +1.3°C and -0.3°C found respectively for a value offset of -25% and -15% in tissue density and specific heat. For the same range, errors in the assumptions of the tissue thermal conductivity generated a maximum overestimation of 0.2°C and errors in perfusion
PNP=1.7 MPa (figure 4c). The artifact caused an increase in the standard deviation of the temperature variation ($\Delta T$) in comparison to measurements with needle thermocouples (N64 and N25) from $\pm 1.4^\circ$C to $\pm 2.9^\circ$C. The $t_{bestfit}$ varied considerably from 0 s (at the end of sonication) with artifact contribution of a minimum of 13±10% for N64 at 0.9 MPa to 3.335 s for the thermocouple W30 at 1.7 MPa. These results show that the time of best fit varies with acoustic parameters and thermocouple type and cannot be defined by a single value for all measurements.

A similar analysis of the viscous heating was performed in vivo in the mouse brain (figure 5). The average temperature of the brain right below the skull before sonication was 25.0±0.5°C. The deep anaesthesia level and the low temperature (20°C) of the coupling water tank caused brain hypothermia, especially at the brain portion under the skull in contact with the coupling tank. Table III presents a summary of the temperature analysis.
<table>
<thead>
<tr>
<th>Needle Type</th>
<th>PNFP [MPa]</th>
<th>PRF [Hz]</th>
<th>T [%]</th>
<th>T°C (°C)</th>
<th>ΔT</th>
<th>Δt [s]</th>
<th>t_best [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>N64</td>
<td>1.5 ± 0.5</td>
<td>0.4 ± 0.3</td>
<td>0.1 ± 0.2</td>
<td>0.5 ± 0.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>N25</td>
<td>1.2 ± 0.3</td>
<td>0.3 ± 0.2</td>
<td>0.1 ± 0.1</td>
<td>0.4 ± 0.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>W30</td>
<td>0.6 ± 0.4</td>
<td>0.2 ± 0.1</td>
<td>0.05 ± 0.05</td>
<td>0.1 ± 0.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

NOTE: Δt is time of best fit, T ∆T: contribution of viscous heating in the temperature measurement; ΔT: average temperature using all thermocouples and ΔT: average temperature using only the first three thermocouples after correction using the iterative process.
### TABLE III
### SUMMARY OF RESULTS OBTAINED WITH ITERATIVE PROCESSING IN THE MOUSE BRAIN IN VIVO. ONLY THE THINNER THERMOCOUPLES N25 (Ø=0.25 MM) AND W30 (Ø=0.30 MM) WERE USED FOR THIS VALIDATION TO PRESERVE THE BRAIN TISSUE.

<table>
<thead>
<tr>
<th>Location [mm] at 1.2 MPa</th>
<th>PRF [Hz]</th>
<th>PNP [MPa]</th>
<th>ΔT (°C)</th>
<th>t&lt;sub&gt;best fit&lt;/sub&gt; (s)</th>
<th>R&lt;sup&gt;2&lt;/sup&gt;</th>
<th>T&lt;sub&gt;art&lt;/sub&gt; (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>0.9</td>
<td>0.5</td>
<td>0.7</td>
<td>0.5</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>0.0</td>
<td>0.029±0.026</td>
<td>0.03±0.037</td>
<td>0.267±0.272</td>
<td>0.096±0.215</td>
<td>0.023±0.186</td>
<td>0.022±0.1045</td>
</tr>
<tr>
<td>0.0</td>
<td>0.62±0.353</td>
<td>0.73±0.49</td>
<td>0.98±0.02</td>
<td>0.14±0.10</td>
<td>0.85±0.118</td>
<td>18±16</td>
</tr>
<tr>
<td>1.5</td>
<td>10</td>
<td>0.023±0.045</td>
<td>0.85±0.18</td>
<td>0.94±0.06</td>
<td>0.92±0.01</td>
<td>12±12</td>
</tr>
<tr>
<td>0.0</td>
<td>0.025±0.010</td>
<td>0.03±0.012</td>
<td>0.266±0.235</td>
<td>0.096±0.215</td>
<td>0.023±0.186</td>
<td>0.022±0.1045</td>
</tr>
<tr>
<td>0.0</td>
<td>0.62±0.353</td>
<td>0.73±0.49</td>
<td>0.98±0.02</td>
<td>0.14±0.10</td>
<td>0.85±0.118</td>
<td>18±16</td>
</tr>
<tr>
<td>1.5</td>
<td>100</td>
<td>0.023±0.045</td>
<td>0.85±0.18</td>
<td>0.94±0.06</td>
<td>0.92±0.01</td>
<td>12±12</td>
</tr>
<tr>
<td>0.0</td>
<td>0.025±0.010</td>
<td>0.03±0.012</td>
<td>0.266±0.235</td>
<td>0.096±0.215</td>
<td>0.023±0.186</td>
<td>0.022±0.1045</td>
</tr>
<tr>
<td>0.0</td>
<td>0.62±0.353</td>
<td>0.73±0.49</td>
<td>0.98±0.02</td>
<td>0.14±0.10</td>
<td>0.85±0.118</td>
<td>18±16</td>
</tr>
<tr>
<td>1.5</td>
<td>1000</td>
<td>0.023±0.045</td>
<td>0.85±0.18</td>
<td>0.94±0.06</td>
<td>0.92±0.01</td>
<td>12±12</td>
</tr>
<tr>
<td>0.0</td>
<td>0.025±0.010</td>
<td>0.03±0.012</td>
<td>0.266±0.235</td>
<td>0.096±0.215</td>
<td>0.023±0.186</td>
<td>0.022±0.1045</td>
</tr>
<tr>
<td>0.0</td>
<td>0.62±0.353</td>
<td>0.73±0.49</td>
<td>0.98±0.02</td>
<td>0.14±0.10</td>
<td>0.85±0.118</td>
<td>18±16</td>
</tr>
<tr>
<td>1.5</td>
<td>10000</td>
<td>0.023±0.045</td>
<td>0.85±0.18</td>
<td>0.94±0.06</td>
<td>0.92±0.01</td>
<td>12±12</td>
</tr>
<tr>
<td>0.0</td>
<td>0.025±0.010</td>
<td>0.03±0.012</td>
<td>0.266±0.235</td>
<td>0.096±0.215</td>
<td>0.023±0.186</td>
<td>0.022±0.1045</td>
</tr>
<tr>
<td>0.0</td>
<td>0.62±0.353</td>
<td>0.73±0.49</td>
<td>0.98±0.02</td>
<td>0.14±0.10</td>
<td>0.85±0.118</td>
<td>18±16</td>
</tr>
<tr>
<td>1.5</td>
<td>10000</td>
<td>0.023±0.045</td>
<td>0.85±0.18</td>
<td>0.94±0.06</td>
<td>0.92±0.01</td>
<td>12±12</td>
</tr>
<tr>
<td>0.0</td>
<td>0.025±0.010</td>
<td>0.03±0.012</td>
<td>0.266±0.235</td>
<td>0.096±0.215</td>
<td>0.023±0.186</td>
<td>0.022±0.1045</td>
</tr>
<tr>
<td>0.0</td>
<td>0.62±0.353</td>
<td>0.73±0.49</td>
<td>0.98±0.02</td>
<td>0.14±0.10</td>
<td>0.85±0.118</td>
<td>18±16</td>
</tr>
<tr>
<td>1.5</td>
<td>10000</td>
<td>0.023±0.045</td>
<td>0.85±0.18</td>
<td>0.94±0.06</td>
<td>0.92±0.01</td>
<td>12±12</td>
</tr>
<tr>
<td>0.0</td>
<td>0.025±0.010</td>
<td>0.03±0.012</td>
<td>0.266±0.235</td>
<td>0.096±0.215</td>
<td>0.023±0.186</td>
<td>0.022±0.1045</td>
</tr>
<tr>
<td>0.0</td>
<td>0.62±0.353</td>
<td>0.73±0.49</td>
<td>0.98±0.02</td>
<td>0.14±0.10</td>
<td>0.85±0.118</td>
<td>18±16</td>
</tr>
<tr>
<td>1.5</td>
<td>10000</td>
<td>0.023±0.045</td>
<td>0.85±0.18</td>
<td>0.94±0.06</td>
<td>0.92±0.01</td>
<td>12±12</td>
</tr>
<tr>
<td>0.0</td>
<td>0.025±0.010</td>
<td>0.03±0.012</td>
<td>0.266±0.235</td>
<td>0.096±0.215</td>
<td>0.023±0.186</td>
<td>0.022±0.1045</td>
</tr>
<tr>
<td>0.0</td>
<td>0.62±0.353</td>
<td>0.73±0.49</td>
<td>0.98±0.02</td>
<td>0.14±0.10</td>
<td>0.85±0.118</td>
<td>18±16</td>
</tr>
<tr>
<td>1.5</td>
<td>10000</td>
<td>0.023±0.045</td>
<td>0.85±0.18</td>
<td>0.94±0.06</td>
<td>0.92±0.01</td>
<td>12±12</td>
</tr>
<tr>
<td>0.0</td>
<td>0.025±0.010</td>
<td>0.03±0.012</td>
<td>0.266±0.235</td>
<td>0.096±0.215</td>
<td>0.023±0.186</td>
<td>0.022±0.1045</td>
</tr>
</tbody>
</table>
The VHA contribution in the brain right below the skull was $7 \pm 17\%$ and $54 \pm 4\%$ for the N25 and W30 thermocouples, respectively. The viscous heating contribution and the final derated (actual) temperature decreased laterally with the relative positioning of the thermocouples following the FUS beam profile. The temperature increase was approximately 1.8°C for all PRF’s tested. The peak temperature observed was 37.4°C (with viscous heating) with 51±3% of VHA and an actual temperature increase of $\Delta T=3.7 \pm 1.5\%$. Changes in the $\Delta$ steps of the iterative processing (supplementary Table I) varied the time of the best fit ($t_{\text{best}}$) and estimated temperature ($\Delta T$) within the range of the standard deviation for measurements for 0.5 and 1.2 MPa. However, downsampling the data by a factor of 10, significantly decreased the processing time by the same order.

Finally, the temperature generated by pulse sequences used for neuromodulation based on our previous publication [6] was assessed in vivo in the mouse brain using the thinner thermocouples (N25 and W30). The raw temperature readings (solid lines) and the corrected temperature decays (dashed lines) for single-sonication and for multiple sonications (10 pulses) are shown in figure 6. The average temperature increase was $5.8 \pm 0.3\%$ for single pulses and $6.8 \pm 0.7\%$ at the end of 10 pulses with same parameters with 1-s interval between pulses. The contribution of the VHA was about 80% and 8.1% for the W30 and N25 thermocouples, respectively.

IV. DISCUSSION

In this study, an iterative curve fitting processing technique implementing the bioheat transfer equation was developed to estimate the VHA in both in vivo and in vitro experimental conditions. As opposed to the Newton cooling law, the bioheat transfer equation accounts for blood perfusion, which is necessary for the in vitro estimation of temperature variation in highly-perfused tissues such as the brain and liver. The solution of the bioheat transfer equation was used to estimate the peak temperature at the end of sonication, by assuming that the VHA decays with time.

Among the causes of the variability across studies in previous methods also based on the ‘wait then measure’ approach, the wrong estimation of tissue properties could introduce errors in temperature estimation. The pulse-decay technique [10] requires knowledge of the tissue thermal diffusivity, tissue density and speed-of-sound, whereas the rate-of-heating measurements [14] requires knowledge of the tissue density and speed of sound. Furthermore, the thermal pulse-decay method is limited to ultrasound fields generated by transducers with f-number greater than one and it assumes that the intensity distribution is constant in the axial beam direction and has a Gaussian decay in the radial beam direction. In addition to that, this method models the temperature decay in a homogeneous conducting medium with an initial temperature distribution described by the Newton cooling law, where no perfusion is taken into account. Thus, this method is not suitable for in vivo measurements. The curve fitting proposed here uses the bioheat transfer equation and can be used for both in vitro and in vivo measurements, since the diffusion and perfusion terms are coupled in the coefficients of the exponential decay (Eq. (2)). In the case of in vitro measurements, perfusion-related terms, namely perfusion rate per unit volume of tissue, blood specific heat, and blood temperature would be zero and only diffusion would dissipate heat. Eq. (2) can be simplified when running temperature measurements at the FUS focus and no tissue properties assumptions are necessary to fit the experimental data. Then, using the best-fit curve during the cooling phase to determine the point of negligible viscous heating, the actual initial temperature can be estimated by extrapolating back to when the sonication ended.

The validation using simulation shows that the free parameter processing has to be carefully employed as slow artifact decays combined with strong artifact magnitudes generate overestimation of temperature. Despite this limitation, the free parameter method can be useful when the tissue properties are unknown or the results obtained from the fixed parameter processing are inconsistent. A characterization of the thermocouple performed in phantom or tissue with known properties is necessary to ensure that the chosen thermocouple presents magnitude and decay values of VHA within the range that the free parameter processing can perform accurately. Based on the in vitro and in vivo tests presented here, the free parameter fitting would be more suitable for needle thermocouples. The larger metal surface area of needle thermocouple helps draining heating faster than wire thermocouples, which results in a higher artifact decay time constant (faster artifact decay). Nevertheless, other thermocouple types with slower responses such as K-type thermocouples may generate lower VHA magnitudes (as opposed to T-type used in this study), thus enabling the use of wire thermocouples. In general, the pre-assumed value processing should be the preferred method as small errors in the tissue parameters (<25%) generates temperature estimation errors lower than 1.3°C. In fact, variation in values for tissue properties assumptions are necessary to fit the experimental data. Thus, temperature estimation with thermocouple could be more affected, for example, during thermal ablation.

The artifact contribution decreased with the pressure amplitude and FUS beam location. These results corroborate previous studies that suggested placing the thermocouple tip
slightly off the FUS focal spot to reduce the artifact [15], [19], [34]. This is a feasible approach, but a correction of the temperature decay with the beam profile is necessary to correctly retrieve the temperature estimation at the focal spot. On the other hand, the temperature estimation for the PRF range tested here (PRF=10, 100, and 1000 Hz) generated a stable temperature increase of approximately 1.8°C in the brain and 1.2°C in the liver. In both cases, the duty cycles were kept the same for all PRF’s (50% duty cycle in the brain and 15% duty cycle in the liver). Therefore, the spatial peak temporal average intensity (I_{spa}) did not vary with PRF (liver: I_{spa}=8.2 W.cm^{-2} and brain: 23.4 W.cm^{-2}), which explains why the temperature increase did not vary in these cases. Higher temperatures were observed for the CW sonications in liver using I_{spa}=54.87 W.cm^{-2} (1.7 MPa) and in brain 46.75 W.cm^{-2} (1.2 MPa) that generated 6.3±2.9°C and 3.7±1.5°C, respectively (Table II and III). The supplementary Table II presents all parameters constants, which in combination with a high sampling frequency acquisition can provide a fast response capable of capturing with higher sensitivity temperature variations. At higher pressures and lower PRFs the artifact from the wire thermocouple causes very noisy temperature readings (Fig. 4c and d) with an estimated standard deviation up to ±2.9°C. Needle thermocouples in the same experimental conditions presented standard deviations ≤1.4°C. Thus, wire thermocouple should be used carefully in ultrasound fields. Needle thermocouples are more suitable for local measurements at high pressure levels.

Regarding acquisition and processing parameters, the best trade-off for the lowest processing time versus highest temperature estimation accuracy was found for sampling frequencies from 10 to 200 Hz. The larger time step Δt = 0.25 s in the processing of in vivo data that presented the lowest and highest standard deviations (Table III: 0.5 MPa and 1.2 MPa, respectively) caused the highest difference in the mean value. However, all temperature estimations were within the standard deviation of measurements, which demonstrates the robustness of the method for a wide range of data loggers available in the market.

A limitation of this study was the lack of an experimental validation using other methods such as MR thermometry [39]–[41]. Other experimental methods would estimate the temperature increase achieved in tissue without VHA, which would serve to better estimate the error introduced by the iterative method. This would especially be applied to ablation protocols where higher temperature increase and stronger VHA are expected. Future work will explore the algorithm during HIFU ablation using MR thermometry.

The approach presented here can estimate temperature for both short and long sonication as the viscous heating contribution is always present during ultrasound exposure. However, the method is limited for the analysis of the cooling time only. An analysis of the heating pattern would require simulations of heating due to both ultrasound absorption and viscous heating effect, as we presented in a recent work [19]. However, simulations require the estimation of the viscous heating contribution in different experimental conditions which, as we demonstrate here, is highly variable with acoustic constants, which in combination with a high sampling frequency acquisition can provide a fast response capable of capturing with higher sensitivity temperature variations. At higher pressures and lower PRFs the artifact from the wire thermocouple causes very noisy temperature readings (Fig. 4c and d) with an estimated standard deviation up to ±2.9°C. Needle thermocouples in the same experimental conditions presented standard deviations ≤1.4°C. Thus, wire thermocouple should be used carefully in ultrasound fields. Needle thermocouples are more suitable for local measurements at high pressure levels.
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A limitation of this study was the lack of an experimental validation using other methods such as MR thermometry [39]–[41]. Other experimental methods would estimate the temperature increase achieved in tissue without VHA, which would serve to better estimate the error introduced by the iterative method. This would especially be applied to ablation protocols where higher temperature increase and stronger VHA are expected. Future work will explore the algorithm during HIFU ablation using MR thermometry.
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A limitation of this study was the lack of an experimental validation using other methods such as MR thermometry [39]–[41]. Other experimental methods would estimate the temperature increase achieved in tissue without VHA, which would serve to better estimate the error introduced by the iterative method. This would especially be applied to ablation protocols where higher temperature increase and stronger VHA are expected. Future work will explore the algorithm during HIFU ablation using MR thermometry.

The approach presented here can estimate temperature for both short and long sonication as the viscous heating contribution is always present during ultrasound exposure. However, the method is limited for the analysis of the cooling time only. An analysis of the heating pattern would require simulations of heating due to both ultrasound absorption and viscous heating effect, as we presented in a recent work [19]. However, simulations require the estimation of the viscous heating contribution in different experimental conditions which, as we demonstrate here, is highly variable with acoustic
parameters and thermocouple type. As opposed to that, the current method relies only on the analysis of experimental data, where abnormal tissue temperature decay is attributed to viscous heating effects. Nevertheless, both methods are complementary for temperature estimation.

Despite the invasive nature of thermocouples, measurements with thin thermocouples enable \textit{in vivo} preclinical studies in highly perfused tissues such as liver and brain with minimal tissue destruction. Studies under this condition may provide insight into mechanisms involved in new ultrasound modalities such as ultrasound neuromodulation. We have demonstrated here that an ultrasound neuromodulation pulse sequence [6] \textit{in vivo} in mice caused brain heating right below the skull corroborating previous simulation results [7]. Other neuromodulation techniques can also cause temperature increase, which can be a side effect as in electric stimulation [35] or a direct mechanism involved in the neuron activation as in infrared stimulation [36]. The study of the mechanisms involved in ultrasound neuromodulation involves several other hypotheses [37] and the study of these mechanisms is clearly beyond the scope of this study. Future studies using the iterative processing developed here will explore temperature measurements in the brain in attempt to correlate effects on tissue displacement [38] and neuronal activation during ultrasound neuromodulation.

Finally, the best starting fit time of the curve fitting was demonstrated here to vary significantly with the acoustic parameters, type of thermocouple, and tissue type. The statistical test adopted in the iterative processing allows finding the best time at which the temperature analysis can be performed with negligible VHA. This process avoids inconsistencies in the measurements generated by arbitrary choice of the time reported in previous studies.

V. CONCLUSIONS

An iterative curve fitting processing was developed to estimate the VHA of thermocouples embedded in ultrasound fields. The method consists in testing the time during cooling (after sonication), where the VHA is negligible. An estimation of the initial peak temperature at the end of sonication is obtained from the extrapolation of the best-fitted curve. The curve fitting is performed using a solution of the bioheat transfer equation, which enables \textit{in vivo} temperature measurements in highly-perfused tissues such as the brain and the liver. We demonstrate that the method eliminates the arbitrary choice of the time where the artifact is minimum. As a result, inconsistencies in the measurements are avoided as the curve fitting can detect the best starting fit time at variable experimental conditions including acoustic parameters, type of tissue, and type of thermocouple.
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